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Abstract:

Statidticd representation is the sciencefart of using data to describe the world around us.
Statistical representation is based upon the fundamenta concept that data consists of
gructure plus noise. The chdlenge facing the gatistician isto use the noisy datato learn
about the underlying structure. This framework accommodates the andlysis of deata
generated by dmogt al other scientific disciplines. There are numerous ways of
congtructing Statistical representations. The methods discussed here include tables,
graphs, and models. The proper representation depends upon the nature of the data.and
the particular issues being addressed. A combination of methods is often appropriate.

1. Introduction

Satidicsisdriven by data. The mission of the Satistical sciencesisto serve science and
society through the development of techniques for collecting, summarizing, and making
inferences from data. It isan explogve time for Satistics with no shortage of novel data
in need of andyss. Statidtics has become the quintessentia interdisciplinary science
because scientists and engineers from other disciplines collect the data and formulate the
problems Statisticians seek to solve. Statisticians reach-out, intentionaly and
enthusiadticdly, to dl areas of science and engineering in the pursuit of interesting and
important problemsto solve.

The focus of thisarticle is on gatistica representation. Statistical representation is about
using data to describe the world around us. Datais generated in many ways (surveys,
interviews, sensors, ....), comes in a multitude of formats (text, numbers, sounds, images,
...), and can have avariety of dimensions (Spatid, tempord, logicd, ...). Despitethe

rich and varied nature of data, there is afundamenta concept underlying the statistical

use of data to represent the world. This concept is that the process that generates the data
consists of aregular, predictable component (structure) and of arandom, unpredictable
component (Noise):

data = gructure + noise

usual behavior  unusual behavior

Thissmple framework has been found to be broadly applicable to al scientific
disciplines. The structure is what we strive to undersand. The noise is a nuisance that
must be dedlt with. The problem faced by the Satistician is to wipe the noise from the
data S0 that what remainsisaclear vison of the sructure. This article will focus on using



data to congtruct a statistical representation of the structure using smple graphs and
modds. Figure 1 gives arepresentation of the discussonsto follow.
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Figurel. Statistical Representations.

The particular dice of the red world that is being sudied will be referred to as a system.
The term system is used in avery genera way in this discussion, and just about any piece
of the world one wishes to specify or imagine can be consdered a system. An important
use of gtatistical representation is to provide a concise description of the syslem.  For
example, the descriptive Satigtica graphicsin Figure 1a quickly illustrate the range of



possible data val ues and some idea about which vaues are likely to occur and which
vaues are unlikely. A more complex representation is the scatter plot in Figure 1b where
a datigtica model has been used to describe the relationship between two elements of the
system. Here statistical methods were used to find an agebraic definition of the line that
“best fits” the data and that summarizes the relationship between the two plotted
variables. Both of these examples make clear the importance of datain Satistical
representation. Data are the fundamental source of information the statistician has about
the system being sudied.

2. Data

Before discussing how data are used, it is useful to describe some of the different types of
data that may occur. One important distinction is whether data are quantitative or
quditative. Quantitative data arises when measurements are taken on quantities. For
example the number of viststo aweb gSte, voltage through awire, and income of a
person would be quantitetive deta. Qualitative data arises when measurements indicate
whether some entity possess a certain quality. The domain of the web ste (i.e., .com or
.edu), whether the wire is copper or duminum, and the sex of the person would be
quditative data. Quadlitative data must be handled differently than quantitative data. One
obvious reason for the digtinction is that algebraic concepts (addition, subtraction,
greater-than, etc.) cannot be meaningfully applied to quditative data. A given study will
often make use of both quantitative and quditative data. Using both types of data
smultaneoudy creates interesting chalenges.

Another important data characteristic is whether the data are observational or
experimental. Observationd data are generated by observing the world as it progresses,
without any externd influence by the scientist. Experimenta data are generated in a
controlled setting in which certain factors are set at predetermined levels and others are
dlowed to vary. The advantage of experimentd datais that the noise component of the
datais controlled, and it is easier to identify the factors that determine the structure. The
disadvantage of experimental dataisthat they are typically more codtly to generate than
obsarvationd data. 1n many cases experimental data are impossible to collect dtogether.
Thisis especidly relevant for one of the most important aress of study, thet of the human
condition. It isvery difficult to construct experimenta settings in which people behave
inanaturd way. Consequently, most societd data are observationa. Given the
unpredictable manner in which most people behave, the noise component of such detaiis
often very large rdlative to the structura component. It is not unusua for 90% or more of
the data taken on individuads to be unexplainable noise. Sifting the grains of structure
from such datais the kind of challenge that makes Statistics rewarding.

Quantitative versus qualitative, observationa versus experimentd, data source, data
format, and data dimenson arejust afew of the different characteristics data may

possess. With the increasing ability to gather large amounts of data, an increasing
problem is keeping track of what, exactly, the dataare. Animportant advancein
computer science is the development of databases that keep track of such information. In
addition to the actua data, these databases contain schemaand metadata. Schema are



the logicd sructure of the database. Traditionally, meta data has been thought to

describe the format or layout of thedata. A new form of meta data has recently emerged,
statistical meta deta, which are descriptive information or documentation (e.g., the
sampling plan or imputation method) about the data that greetly facilitates using and
sharing the data. The meta data can now be as voluminous asthe origind data. This has
led to the creation of meta data databases. Research is ongoing to develop Satistical
representations of meta data and methods to mine meta data (\Wegman, 1999).

Given aset of data, the Satistician is faced with the task of saying something about the
gructure of the system that generated the data. Scrutinizing alist of data recordsis not
very productive. Making sense of alist of even 30 data points pushes most of our
capabilities to the limit, and most data sets are far larger than that. Somehow these long
lists must be reduced to a managegble set of vaues. Theintuitive solution to this
problem isto aggregate the data. When the data are quantitative the naturd inclination is
to compute averages of the data and to examine those values. Thisturns out to be
precisaly the correct strategy given the structure plus noise mode of the data. The reason
isthat the averaging process minimizes the noise component of the data and magnifies
the structural component. Thisresult is so powerful that the vast mgority of dl satigtica
computations are based upon averages. I1n order to measure different aspects of the
underlying structure the datamay be transformed in various ways and the weighting may
not be smple, but in the end an average is indeed taken.

The averaging operation cannot be applied directly to quaitative data; averaging the
vaues MALE and FEMALE givesanonsensicd result. With quditative data a natura
way to aggregate and summarize the data is to cregte a table based upon the different
possible classfications, and to compute the fraction of the datathat fal in each
classfication. This computation is atype of average, and has the same desirable property
of magnifying dructure. The dructure in this case isthe tendency of individudsto fdl in
onetable cal or another. While atable constructed for a sngle variable can be quite
useful, it provides no information about a key dement of structure: relationships. The
description of the relationships within the system is often a primary objective of

datistica representation. Tables can be used to fulfill that objective if they are based
upon the cross-classification of two variables. Of course, tables can aso be constructed
using quantitative variables by defining vaue ranges to be the classfication categories.

3. Graphs

Graphs have hitoricaly been a powerful mode of satistical representation. 1n the
previous section was noted that the ability of humansto interpret lists of datais very
limited. However, our ability to process graphica displaysis outstanding. Indeed,
nothing can outperform human visua capabilities for pattern (structure) recognition.
Graphica displays help to isolate patterns and features that are worthy of further study,
uncover unexpected behavior, or lend support for expected behavior of the system under
sudy. Graphica displays dso play arolein helping the andyst determine how rich a
model the data can support.



Some of the smplest displays are frequently the most useful. The histogram, one-
dimensond scatter plot, and boxplot (see Chambers et. d., 1983 for an excdlent
description of these and other graphicd displays) in Figure 1a make it immediately
obvious that the data has alarge degree of skew and that statistica methods requiring an
assumption of underlying normality (Gaussan digribution) are likdly to fail. These
displays can be easily used to compare subsets of data. Figure 2 demongtrates this
concept with aids incidence data for 38 U.S. metropolitan Satistical areas (MSA) from
1983-1990.
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Figure 2. One-d Scatter Plots and Boxplots of Aids Incidence from 1983 to 1990.
Two dimensiond scatter plots are arguably the most widely used graphic by al of
science. Thelikely reason isthat they provide a clear and direct representation of system
relationships, and relationships are usually the focus of atention. Variations on the
scatter plot theme can be used to identify unexpected structure. For example, Figure 3is
a scatter plot for five of the MSAsin Figure 2. Each MSA has been plotted with a
different symbol and connected by the solid lines. Comparing Figures2 and 3itis
gpparent that the most extreme incidence countsin each year come from the same MSA.
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Figure 3. Timeplot of Aids Incidence for Five MSAs from 1983 to 1990.

Low dimengiona tables of data can aso be converted to useful graphica displays. For
example, Figure 4a displays pairwise comparisons between groups, highlighting the
control group comparison. The box heights represent the pooled standard error of the
group mean. Figure 4b displays the mean response and standard error for a 3x3-
treatment design. Again the height of the bars represent the sandard errors. Figure 4b
clearly represents the changing trends in both levels of the trestment structure. The
information in these examples can Smply not be conveyed as clearly using tables of
means and p-values.



4a. Treatments versus Control 4h. 3 x 3 Treatment Structure

Figure 4. Graphica Display of Tabular Data.

Three and higher dimensiond datistica graphics and dynamic graphics, including stereo
displays and virtua redlity, are very active areas of research (Wegman, 1998). In
datistical sciences, this research frequently has a cognitive psychology component
(Clevdand, 1985) which seeks to assess the usefulness of the displays vis-a& vis human
cognition.

4. Models

Statistica graphics go hand-in-hand with the development and verification of algebraic
representations of a system’s structure.  Such algebraic representations are known as
models. Modds are especidly useful for quantifying the relationships that exist within a
system. Modding conssts of two mgor steps. The first step is specifying the form of a
mode. For example, it might be assumed that a Straight line summarizes the reaionship
(structure) between sdlary and education. Graphics play amgor role in model
specification. One would never (or, should never) specify a straight-line modd when the
scatter plot of the data showed that the relationship was curvilinear. Given that the model
isadraght line, what isits dope of the line and what isitsintercept? All modds contain
unknown parameters such asthese. The problem of finding vaues for the unknown
parametersis solved in the second modding step, estimation. Estimating, or fitting, the
modd entails using the observed datato infer values for the unknown parameters. While
the details can become messy, the basic idea has an appeding visud interpretation. The
chosen parameter vaues give amodd that, when plotted with the data, gives the “best
fit”, asillustrated in Figure 1b.

Modeling requires more than just data. It aso requires other information about the
sysem being studied. This “other” information generaly comes from a supporting



discipling, eg., engineering, physics, economics, sociology , that Specidizesin
undergtlanding how that particular type of system works. Statisticians often become quite
expert in some of these fields, and wear the hat of both the Statistician and the supporting
discipline expert. The converseis aso true; scientists whose formd training isin other
disciplines have made many mgor contributions to satistics. The extent and the way in
which the supporting information is used crestes broad classes of satistical models. |If
the information is heavily utilized in the model specification step then the modd is
dructurd, otherwise the mode is predictive. If the information isformdly utilized in the
estimation step then the mode is Bayesian, otherwise it is frequentist.

The naming convention for structurd and predictive moddsisalittle mideading. Both
types of modds are used for prediction. Recdl that if the information from the
supporting discipline is incorporated into the model specification then the modd is
gructurd. If little supporting information is used during the specification phase then the
modd is predictive. Theideaisthat astructurd modd actually represents the inner
workings of the system as understood by the supporting discipline. With a predictive
model, whether the mode actudly mimicsthe red world isnot anissue. The only
concern is how well the modd predicts. Of course, because structurd models use more
information one would hope that they would predict better than predicative models.
However, predictive models sometimes perform better because of their smplicity.

The digtinction between Bayesan and frequentist modelsis based upon the way in which
the information from the supporting discipline is incorporated into the mode estimation
sep. Under the frequentist approach estimation is entirely based upon the data; the final
estimates are functions solely of the data. Under the Bayesian gpproach, estimation is
based formaly upon both knowledge of the system and the data; the final estimates are a
blend of what the Bayesian believes and what the data say. Figure 5 depicts these two
approaches, both of which have strong advocates and opponents. Frequentists argue that
their methodology is less likely to be influenced by the bias and predisposition of the
andyd. Bayesans argue that their approach utilizes more informeation in alegitimate
manner and therefore produces better modd estimates. Thereislikely an element of
truth to both arguments.
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Figure 5. Bayesian versus Frequentist Parameter (q ) EStimation.

6. Conclusions

Statistical representation has a solid, and some times very abstract, theoretica foundation.
However, the methods used generaly have a strong intuitive apped. Thisis especidly
true of graphica displays, one of the most powerful tools of Satistica representation. I
agraph does not make intuitive sense it is not agood graph. While the details of
datistica modeing can become quite complex, the reationships and structure thet the
mode seeksto reved and quantify are generdly of obvious interest to even a casud
observer. The methods of statistical representation are tools developed to be used by
other scientists. Without a strong interaction with the rest of science dtatistics becomes
somewhat of an empty excercise.
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